# 生成决策树

ID3, C4.5生成算法：

ID3使用信息增益，c4.5使用信息增益比

C4.5生成算法描述：

1. 先从特征集A中选取信息增益比的特征Ag，
2. Ag的信息增益比小于阈值，将D作为一个单节点，返回
3. 按照Ag可能的取值ai将训练数据D进行分割Di。
4. 将分割后的Di的实例数中最大的类，作为A的label。
5. 按照每个可能的ai作为一个子节点构造树。子节点的D为Di，特征集为A-{Ag}
6. 如果不满足停止条件，对每个子节点，进行（1-5）的操作

停止条件：

* Di的数据为同一类
* 特征集为空
* 算法中的第2步也算是停止条件之一。

关于ID3和C4.5的历史：

**ID3**算法（Iterative Dichotomiser 3 迭代二叉树3代）是一个由[Ross Quinlan](http://zh.wikipedia.org/w/index.php?title=Ross_Quinlan&action=edit&redlink=1)发明的用于[决策树](http://zh.wikipedia.org/wiki/%E5%86%B3%E7%AD%96%E6%A0%91)的[算法](http://zh.wikipedia.org/wiki/%E7%AE%97%E6%B3%95)。

[C4.5](http://zh.wikipedia.org/w/index.php?title=C4.5&action=edit&redlink=1)算法，它同时也是ID3的升级版

ID3 采用自顶向下不回溯的策略搜索全部的属性空间，它建立决策树的算法简单，深度 小，分类速度快。

传统的 ID3 算法选择某个属性 A 作为测试属性的原则是使得信息增益 Gain(A)最大。

研究表明这种方法存在一个弊端：**算法往往偏向于选择取值较多的属性**，因 为加权和的方法使得实例集的分类趋向于抛弃小数据量的数据元组， 然而取值较多的属性却 不总是最优的属性，即按照使熵值最小和信息增益最大的原则被 ID3 算法列为应该首先选 取的属性在现实情况中却并不那么重要，也就是说对这些属性进行测试不会提供太多的信 息，例如：在股票市场，个股分析需要对某些少量的元素组有足够大量重视，而用 ID3 则 会忽略个股的重要属性[7-8]。

C4.5 也是对 ID3 的改进算法 ID3 算法不能处理数值属性、残缺值等问题，C4.5 算法从这几个方面很好的弥补了 ID3 算法的不足，并且还加入了剪枝等处理方法，使得精度有了很大的提高。

# cart决策树剪枝

损失函数
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T叶节点个数，H(T)经验熵，反应对训练数据一个节点的不确定度
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C(T)表示了模型对训练数据的预测误差
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正则化的经验损失理解：

C(T)最小化误分类和

a|T|降低模型复杂度

剪枝，就是当a确定时，选择损失函数最小的模型

# CART算法

## 回归树：（最小二乘回归树）
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使用平方误差来表示对于训练数据的预测误差

![](data:image/x-wmf;base64,183GmgAAAAAAAGAKoAMACQAAAADRVwEACQAAAxgDAAACANsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgA2AKCwAAACYGDwAMAE1hdGhUeXBlAAAAARIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gCgAAVQMAAAUAAAAJAgAAAAIFAAAAFAL0AJUJHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAFix8XdhsfF3IEDzdyIWZnwEAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAqABvAIcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3IhZmfAQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAACgoKSkiBKwBfgAAAwUAAAAUAkYDoQAcAAAA+wJf/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3IhZmfAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAGltWQFCAQUAAAAUAgMCEAQcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3IhZmfAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAGlpCgS8AQUAAAAUAgwDRgAcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3IhZmfAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAHhSNQG8AQUAAAAUAqABagMcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3IhZmfAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAHlmeM2uAmIBAAMFAAAAFAIMA+AAHAAAAPsCIv8AAAAAAACQAQAAAAEAAgAQU3ltYm9sAADVFwrOlN4SAFix8XdhsfF3IEDzdyIWZnwEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAADOUrwBBQAAABQCoAG8BBwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAAYxYK5pTeEgBYsfF3YbHxdyBA83ciFmZ8BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAALVIAAwUAAAAUAvgBlgAcAAAA+wLA/QAAAAAAAJABAAAAAQACABBTeW1ib2wAANUXCs+U3hIAWLHxd2Gx8XcgQPN3IhZmfAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAOVSgATbAAAAJgYPAKsBQXBwc01GQ0MBAIQBAACEAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAwAQUAABAAIAgigAAgCDeQADABsAAAsBAAIAg2kAAAEBAAoCBIYSIi0CAINmAAIAgigAAgCDeAADABsAAAsBAAIAg2kAAAEBAAoCAIIpAAIAgikAAwAcAAALAQEBAAIAiDIAAAAAAQACAIN4AAMAGwAADAEAAgCDaQAAAQEACwIEhggizgIAg1IAAwAbAAAMAQACAINtAAABAQAACwEBDQIEhhEi5QAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB8IhZmfAAACgAhAIoBAAAAAAEAAADI6BIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

Cm的最优值![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA6ABAAACAJkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAuABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFAL3AfEAHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAFix8XdhsfF3IEDzd2UXZh0EAAAALQEAAAkAAAAyCgAAAAABAAAAbXm8AQUAAAAUAuABNAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3ZRdmHQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGN5AAMFAAAAFAJcAUkAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQTVQgRXh0cmEACwr8lN4SAFix8XdhsfF3IEDzd2UXZh0EAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAkeQADmQAAACYGDwAoAUFwcHNNRkNDAQABAQAAAQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAMAIQAAAQACAINjAAACAJYCAwADABsAAAsBAAIAg20AAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AHWUXZh0AAAoAIQCKAQAAAAABAAAAyOgSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)是Rm上的所有输入实例xi对应的输出yi的平均值（公式5.17）。

最小二乘回归数，就是对不同的xi进行切分

切分公式（5.19）

![](data:image/x-wmf;base64,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)

J为切割分量，s为切割点。先固定j求s，然后对于所有的结果，求最小值。

**生成算法：**

1. 变量所有j，求出固定j对应的最小值的s，多有所有的j，s组合，求最小值
2. 按照j，s划分训练集，并求c1，c2，
3. 重复1,2，直到满足条件（例如。平方误差小于某个值，![](data:image/x-wmf;base64,183GmgAAAAAAAEACgAIBCQAAAADQXgEACQAAA50BAAAEAJwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAkACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6T///8AAgAAJAIAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAlwASQAFAAAAEwIkAkkABQAAABQCXADoAQUAAAATAiQC6AEFAAAACQIAAAACBQAAABQCAwJbARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBYsfF3YbHxdyBA83cHJGaoBAAAAC0BAQAJAAAAMgoAAAAAAQAAAGl5vAEFAAAAFAKgAYQAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAFix8XdhsfF3IEDzdwckZqgEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAABSeQADnAAAACYGDwAuAUFwcHNNRkNDAQAHAQAABwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAMABAMAAQACAINSAAMAGwAACwEAAgCDaQAAAQEAAAoCAJYH7AIAlgjsAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAQAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAAckZqgAAAoAIQCKAQAAAAD/////yOgSAAQAAAAtAQMABAAAAPABAgADAAAAAAA=)小于某个值）
4. 得到M个R区间和M个C值

## 分类树

基尼指数：![](data:image/x-wmf;base64,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)

特征A条件下集合D的基尼指数定义为：（公式5.25）

基尼指数也表示的集合的不确定性。

Cart生成算法：

（1）对一个特征A可能的取值a，把D分割为D1和D2，并求分割后的基尼系数

（2）对训练数据集合D，每一个特征，以及特征的每一个可能取值，求基尼系数，并去最小的，然后将D划分为D1,D2

（3）对D1和D2使用（1），（2），直到满足停止条件

（4）这样就得到了一颗树。(叶节点的label，对应其训练集合D中，最多的label)

## Cart剪枝

计算每一种可能子树，取最优的结果

子树损失函数：

![](data:image/x-wmf;base64,183GmgAAAAAAAGAMgAIBCQAAAADwUAEACQAAAyoCAAAEALkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAmAMCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6T///8gDAAAJAIAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAlwAvAoFAAAAEwIkArwKBQAAABQCXAD4CwUAAAATAiQC+AsFAAAACQIAAAACBQAAABQCoAHRARwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBYsfF3YbHxdyBA83clJWbgBAAAAC0BAQANAAAAMgoAAAAABAAAACgpKCl6ARIDegEAAwUAAAAUAgMCMAEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3JSVm4AQAAAAtAQIABAAAAPABAQAJAAAAMgoAAAAAAQAAAGF5vAEFAAAAFAKgAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAFix8XdhsfF3IEDzdyUlZuAEAAAALQEBAAQAAADwAQIAEAAAADIKAAAAAAYAAABDVENUYVQVAgADjAHiAiIBAAMFAAAAFAKgASMEHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAADlJgrLYN0SAFix8XdhsfF3IEDzdyUlZuAEAAAALQECAAQAAADwAQEACgAAADIKAAAAAAIAAAA9K3QEAAO5AAAAJgYPAGcBQXBwc01GQ0MBAEABAABAAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDQwADABsAAAsBAAIAg2EAAAEBAAoCAIIoAAIAg1QAAgCCKQACBIY9AD0CAINDAAIAgigAAgCDVAACAIIpAAIEhisAKwIAg2EAAwAEAwABAAIAg1QAAAIAlgfsAgCWCOwAAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAQAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AACUlZuAAAAoAIQCKAQAAAAD/////lOcSAAQAAAAtAQMABAAAAPABAgADAAAAAAA=)

C(T)为训练数据的预测误差（如基尼指数）

对于固定的a，Ca(T)最小子树Ta是唯一的。

a大时，Ta子树偏小，a小时，Ta子树偏大。

裁剪一个以t为根的子树，对应的a的计算方式：

![](data:image/x-wmf;base64,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)

Tt表示以t为根的子树。

G(t)表示剪枝后的整体损失函数减少的程度

进行剪枝时，以多数表决的方式决定t节点label，

剪枝算法：

1. 对决策树的每一个内部节点，计算一个a值g(t)，这样就得到一个关于a的序列
2. 将a的序列按照从小到大进行排列
3. 递归从a1到an剪枝对应的以其内部节点的子树，得到一个子树序列
4. 使用交叉验证的方式验证子树序列，取最优的。（k折交叉验证，附件ppt）